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Figure 1: Retinal Homing Display. (a) The system consists of a robotic arm, two laser projectors mounted on the end of the arm,
and a DCRA to focus the laser beam to a single point. (b) When the user whose position is being tracked moves, the robotic arm
moves accordingly and continues to present images by retinal scanning. (c) An example viewpoint capture of the prototype.

ABSTRACT
This paper introduces Retinal Homing Display, which presents
focus-free stereoscopic images via retinal projection, thus eliminat-
ing the need for the user to wear additional equipment. Traditional
3D displays, typically classified as either naked-eye stereoscopic
or wearable, present inherent challenges: the former involves a
compromise between resolution and accurate depth perception,
while the latter imposes an additional burden on the user. Our
proposed display employs optical and mechanical mechanisms to
converge projector light at the user’s pupil center, simultaneously
tracking eyemovements. This lets the user perceive focus-free, high-
resolution stereoscopic images without wearable equipment. We
implemented a proof-of-concept system utilizing a robotic arm and
a Dihedral Corner Reflector Array (DCRA), subsequently evaluat-
ing image quality and its eyebox. Finally, we discuss the limitations
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of the current prototype and outline potential directions for future
research.

CCS CONCEPTS
• Hardware → Emerging optical and photonic technologies;
• Computing methodologies→ Graphics systems and inter-
faces.

KEYWORDS
autostereoscopic display, retinal projection, motion-following dis-
play

ACM Reference Format:
HirotoAoki, Yuichi Hiroi, Yuta Itoh, and Jun Rekimoto. 2024. Retinal Homing
Display: Head-Tracking Auto-stereoscopic Retinal Projection Display. In
Proceedings of preprint for 29th ACM Symposium on Virtual Reality Software
and Technology (preprint for VRST ’23). ACM, New York, NY, USA, 10 pages.
https://doi.org/10.1145/nnnnnnn.nnnnnnn

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


preprint for VRST ’23, October 9–11, 2023, Christchurch, New Zealand Aoki et al.

Projector Eye

Move

Track

Converged
Point

Refocusing optics 
(e.g., transmissive mirror)

Figure 2: Retinal Homing Display Concept. Retinal projec-
tionwith the naked eye is achieved by tracking themovement
of the eyes and adjusting the position of the projector so that
the projector light always converges at the center of the pupil
via a certain refocusing optics in the scene.

1 INTRODUCTION
3D displays [11, 42] allow users to experience visual depth percep-
tion in three dimensions, providing spatial awareness and deeper
immersion in the content than conventional 2D displays. Appli-
cations of 3D displays span numerous areas, including entertain-
ment [24], medical and scientific visualization [9], design [19], and
education [17]. 3D displays fall into two major types: naked-eye
types and wearable types.

Naked-eye 3D displays commonly produce stereoscopic images
or light-field with parallax using various optical methodologies.
This display type includes auto-stereoscopic [41], volumetric [36],
and holographic displays [38]. Since the naked-eye displays are
free of headsets or glasses, they tend to cause less discomfort and
fatigue even after prolonged use. However, reproducing the entire
light field on these displays requires huge equipment or sacrifices
image resolution and field-of-view (FoV), which makes it difficult
to reproduce depth perception such as focus blur.

Wearable 3D displays, or head-mounted displays (HMDs), have
the advantage of being able to display images directly to the user
while allowing the user to be mobile. However, these wearable
displays struggle with the design trade-off [13]. They require the
integration of optics, batteries, and computing resources into a sin-
gle headset. None of the modern high-end HMDs are light enough
for users to wear for hours at a time, which can lead to user fatigue.

A Retinal Projection Display (RPD) [20] projects images directly
onto the retina by converging light from the display onto the center
of the pupil. Although RPDs are typically incorporated into wear-
able displays, their mechanism does not require a screen, allow-
ing for naked-eye viewing [28]. In addition, RPDs have focus-free
characteristics, allowing sharp images to be displayed, irrespec-
tive of the eye’s focal depth. These characteristics can also be used
to reproduce depth perception, such as focus blur, through post-
rendering [15]. However, RPDs can easily lose images as the eye
moves.

We propose a new naked-eye display concept, Retinal Homing
Display, which realizes stereoscopic images via retinal projection
to the viewer’s eyes with a motion-following display source. Our
concept aims to be an alternative 3D display method that achieves
high-resolution and focus-free image presentation, which are chal-
lenges currently faced by naked-eye 3D displays.

Figure 2 shows the schematic mechanism of Retinal Homing
Display. Light from the projector converges at the center of the pupil
by tracking the user’s eyes with optical andmechanical components.
Two projectors are positioned to correspond to each eye and present
parallax images to achieve stereoscopic viewing. As a result, the
user can view focus-free stereoscopic retinal projection images
without wearing any additional equipment.

As an initial demonstration of the retinal homing display, we
implement a prototype using a robotic arm and a Dihedral Corner
Reflector Array (DCRA) [22]. The robotic arm is equipped with two
laser projectors. Images are presented by tracking the user’s head
motion and moving the robotic arm so that each projector’s light
source always converges on the center of the pupil.

As an initial demonstration of the retinal homing display, a pro-
totype was implemented using a robotic arm and a Dihedral Corner
Reflector Array (DCRA) [22]. Rather than in the form of retinal
projection, several methods have been proposed to present aerial
images while tracking the user’s hand using DCRA and a movable
monitor in a table-top style display [16, 23, 27]. Our system takes
these configurations as a reference to realize RPD by projecting im-
ages with movable laser projectors using a robotic arm and DCRA
while tracking the position of the eyes. The robotic arm is equipped
with two laser projectors. The robot arm is moved so that the light
source of each projector always converges on the center of the
pupil, and the images are presented by tracking the user’s head
movement.

Our main contributions include the following:
• Proposing Retinal HomingDisplay, a naked-eye, stereoscopic
RPD by separating the light source and computational re-
sources from the user’s head,

• implementing and evaluating prototypes of the Retinal Hom-
ing Display by a robot arm and DCRA,

• and discussing the current limitation and applications of our
prototype.

2 RELATEDWORK
2.1 Retinal Projection Display
RPD operates based on the principles of the Maxwellian view [40].
In this setup, collimated light from a spatial light modulator is
focused at the pupil’s center by a lens or another optical element,
before being projected onto the retina. Conventional HMDs produce
blurry images if the display’s focal length doesn’t match the eye’s
lens thickness. However, with RPD, as all light rays pass through
the pupil’s center, the thickness of the eye lens does not influence
the light reaching the retina. Therefore, it consistently presents an
image in focus, irrespective of the focal depth.

RPDs allow high-resolution, wide-field of-view images to be
viewed directly with the naked eye, without the need for a screen
or eyepiece optics, as long as the light converges at the center of
the pupil. However, RPDs inherently have a narrow eyebox due to
the need to focus a narrow beam of light onto the pupil [34].

The first prototype of wearable RPDs was introduced about 30
years ago [20], and improvements have been made continuously,
such as expanding field of view [30, 37] and eyebox [5, 21, 32], or
pupil steering [43]. In particular, RPDs based on holographic optical
elements (HOEs), which offer a wide field of view and a thin profile,
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have been the subject of extensive research [25]. As an example of
an RPD combining eye tracking and HOE, Jang et al. [14] combined
an HOE-based RPD with a steering mirror to achieve an extended
eyebox via eye tracking. Similarly, Kim et al. [18] combined a HOE-
based RPD with an LED-based HMD to implement an eye-tracking
HMD with foveated rendering. Commercial wearable RPDs such
as Retinal 3D (QDLaser Inc.) are also recently emerging.

Ochiai et al. [29] presented the prototype of a naked-eye RPD
using a DCRA. In this system, retinal projection is achieved by op-
tically aligning the viewer’s eyes with the projector’s light source.
However, this system does not account for head movement, which
can affect the eye box. Our Retinal Homing Display overcomes this
limitation by tracking the user’s head movement, thereby facilitat-
ing retinal projection for the naked eye while mitigating eyebox
constraints.

2.2 Tracking-based Stereoscopic Display
Several studies have been conducted on stereoscopic displays that
present parallax images by tracking the user’s head position and
orientation. In the CAVE system [6], stereo images are projected on
each surface of a room surrounded by a large screen. The user wears
polarized or shutter glasses equipped with position and orientation
sensors, allowing the system to project stereoscopic images based
on the user’s eye position and orientation. This method is also
used in autostereoscopic displays [31], which use special optics
to present stereoscopic images without the need for glasses. For
example, the SONY ELF-SR1 uses both motion parallax from eye
tracking and binocular parallax from lenticular lenses to provide
high-resolution stereoscopic viewing.

Dynamic Exit Pupil (DEP) tracker techniques [1, 3] combine LCD
panels and a spatial light modulator with a Gabor super lens or a
Fresnel lens to form auto-stereoscopic images on the user’s eyes.
Another approach combines head-tracking and pico projectors with
a rotating retro-reflective screen in the scene [8]. These approaches
tend to be more bulky than our design.

Beaming Display [13] is a concept for HMDs that projects stereo-
scopic images from environmental projectors onto binocular near-
eye screens while tracking the user’s head. This approach aims to
mitigate the trade-off between the weight of the HMD and image
quality by separating the battery, optical system, and computational
resources from the user. Recently, a particularly lightweight format
using HOE has been proposed [2]. Our Retinal Homing Display can
also be seen as an extension of the Beaming Display, as it completely
eliminates the need for user equipment through retinal projection.

3 SYSTEM OVERVIEW
To realize the concept of the Retinal Homing Display shown in
Fig. 2, we propose a system that includes stereo retinal projection
by dual laser projectors (Sec. 3.1), retinal projection to the naked
eye via DCRA (Sec. 3.2), and eye tracking-based projection by a
robotic arm (Sec. 3.3).

Figure 3 illustrates the overall system configuration and flow. A
motion capture system tracks the head to estimate the position and
orientation of the eyes. Based on this eye position and orientation
data, a symmetric position with respect to the DCRA is calculated,
corresponding to the optimal position for the laser source to present

Mocap SystemPosition Calculating 
Pipeline

Eye
Robotic Arm

Laser Projector

DCRA

Eye Position 

Target 
Coordinates

Figure 3: A schematic diagram of the system configuration
and processing flow. The system tracks the user’s head (eye)
position and the robotic arm moves the projectors to align
the projected image.

the image to the user. The robotic arm is then instructed to move
its tip to these calculated coordinates. By continuously repeating
this process, the image can be presented by retinal projection in
response to the user’s movements.

3.1 Stereo Retinal Projection
The Retinal Homing Display uses stereo laser projectors. Each laser
projector combines color lasers with an optical scanner, such as
a galvanometer or MEMS mirror, to create images. The projector
scans the laser beam across the display in a raster pattern, illumi-
nating one pixel at a time. After each pixel is illuminated, the angle
of the optical scanner is minutely adjusted to display the next pixel.
This high-speed process is repeated continuously to produce a 2D
image.

The depth of field in RPDs is determined by the thickness of the
light beams [7]. When laser projectors are used in RPDs, the small
diameter of the laser extends the depth of field and provides the
user with a focus-free image. The two laser projectors are horizon-
tally spaced according to the user’s predetermined interpupillary
distance and mounted on the tip of a robotic arm.

3.2 Dihedral Corner Reflector Array
Laser beams produced by laser projectors diverge in different direc-
tions. Therefore, when viewed directly, the laser projector produces
only a small, blurred, fragmented image on the retina. To produce
a retinal scan image, each beam must pass through the pupil. Con-
ventional near-eye displays use eyepiece optics to converge the
projected light beams onto the eyeball. In contrast, our system uses
a DCRA to focus the laser beam onto the pupil, allowing the user
to perceive the image without the need for wearable optics [29].

As shown in Fig. 4, the DCRA behaves as a transmissive mir-
ror [22]. The conceptual fabrication method for a DCRA is as fol-
lows: consider a series of mirrored glass (or acrylic) plates that are
stacked on top of each other and then cut vertically into thin sheets.
Given these two sheets, a DCRA can be obtained by rotating one
sheet 90◦ along an axis perpendicular to its face and then gluing
the two sheets together.
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Figure 4: Schematic illustration of DCRA optics. (a) A magni-
fied view of DCRA. Smallmirrors are arranged perpendicular
to each other. An incident ray, represented by a directional
vector (𝑚𝑥 ,𝑚𝑦,𝑚𝑧)𝑇 , passes through the structure, undergo-
ing reflections twice with two orthogonal surfaces, and con-
verges at symmetrical positions. (b) The light emitted from 𝑥0
and passing through the DCRA converges at the symmetrical
point 𝑥𝑐 at any incident angle.

The laser light from the projector is expanded by the scanner,
passes through the DCRA, and is then focused at a symmetrical
position. The relationship between the laser light source and the
focal point can be derived using a simple vector equation. As shown
in Fig. 4, let x0, x and n represent the position vectors of the laser
light source, an arbitrary point on the DCRA, and the normal vector
of the DCRA, respectively.

From this, the position vector x𝑐 of the focal point is derived as:

x𝑐 = x0 + 2
n · (x − x0)

|n|2
n. (1)

When the center of the user’s pupil is at x𝑐 , the user can continue
to perceive the image by controlling the robot arm to maintain the
laser source position at x0 according to Eq. (1).

Eq. (1) assumes that the user’s head and eyes are facing forward.
When they rotate, the symmetry rotation vector with respect to the
plane defined by the DCRA must be calculated. In general, given a
rotation vector r, the symmetry rotation vector r𝑐 with respect to a
plane defined by the normal n can be calculated as

r𝑐 = (I − 2nnT)r. (2)

The use of DCRA in the Retinal Homing Display has two signifi-
cant advantages. First, alternative light-focusing methods require
complex calculations to determine the focal point and may not
converge when the position of the light source changes. Second,
the unitary structure of the DCRA makes it easy to increase its
size by integrating multiple parts. In the Retinal Homing Display,
a larger relay element increases the allowable range of movement
of the light source. As a result, users can increase their range of
motion while maintaining the visual perception of the displayed
image.

3.3 Eye-Tracking-based Projection
Retinal Homing Displays require eye-tracking-based projection to
align the focal point of the laser beam with the center of the user’s
pupil. The following are the requirements for the eye-tracking-
based projection in our Retinal Homing Displays:

Figure 5: Projection hardware of our prototype. Left: Dual
laser projectors mounted for stereoscopic viewing. Right: 6-
axis robotic arm.

• Tracking Accuracy: The diameter of the human pupil varies
with brightness, averaging about 3 mm. To maintain focus,
the laser position must be aligned within this range, so the
tracking accuracy must be compatible.

• 6 degrees-of-freedom (DoF) eye tracking and projection:
Tracking isn’t limited to pupil position but extends to pupil
orientation. Even if the pupil and focus positions are aligned,
any change in the laser’s angle of incidence will affect its
position on the retina, changing the visual image.

• Low latency: Because users are constantly moving, the sys-
tem must respond immediately to changes in eye position
and orientation. Delays in the robotic arm’s response can
lead to spatial misalignment, which degrades retinal image
quality.

Note that achieving a low-latency system is beyond the scope of
this paper, as our initial prototype aims to demonstrate its image
quality. Therefore, we have assumed that the user remains station-
ary at the point where the head moves. Realizing a low latency
system is an exciting future challenge that will be discussed in
Sec. 6.2.

4 IMPLEMENTATION
We have implemented a proof-of-concept prototype of our retinal
homing display as shown in Fig. 1. In our prototype, a laser projector
is mounted at the tip of the robotic arm, and a motion capture
device tracks the user’s head, ensuring tracking accuracy and 6-
DoF head tracking and projection. After describing the hardware
implementation (Sec. 4.1), we describe the details of the tracking
and projection methods (Sec. 4.2).

4.1 Hardware setup
Weuse UltimemHD301D1 as the laser projector. This laser projector
integrates three laser light sources to provide a full-color display and
uses a MEMS mirror as a scanner. It provides HD resolution with
vertical and horizontal viewing angles of 45◦ and 25◦, respectively.
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Figure 6: A schematic illustration of the configuration of
the system. At the user’s position, we place the viewpoint
cameras for image capture. For a better visualization, we
draw rays for the left-eye projector.

The frame rate is set at 60 frames per second, with a contrast ratio
(CR) of 5000 and a brightness of 20 lm. To attenuate the laser light
intensity, we placed ND filters in front of the light source, resulting
in a brightness level of 2 lm. We designed a fixture to attach the
laser projector to the tip of the robotic arm, as shown in Fig. 5.
To facilitate stereoscopic vision based on binocular disparity, we
used two projectors corresponding to the left and right eyes, with
a separation distance equal to the interpupillary distance.

For our robotic arm setup, we chose Universal Robots UR3e.
This robotic arm provides position repeatability of ±0.03 mm and
a working range of approximately 50 cm in radius from the base.
We used the dedicated PolyScope interface to program the robot
arm controls. TCP/IP communications were used to transmit 3D
position information relative to the base of the arm to guide the
end of the arm to the desired location.

For the DCRA, we chose a square ASKA3D plate measuring
48 cm on each side and 5.9 mm of thickness. The space between
mirrors was 500 µm. We made a dedicated stand to hold the DCRA
plate upright. The placement of the DCRA and the robotic arm
corresponds to the configuration shown in Fig. 6. We defined a
specific point as the origin and extended a line from that point to
serve as the base for the robotic arm. The line was aligned with the
Y-axis direction of the arm. The distance between the origin and
the base of the arm was set to 80 cm. The DCRA was positioned at
the origin, forming a 45◦ angle with the aforementioned line.

4.2 Tracking and Projection
The user’s head movements are tracked by a motion capture system,
and based on this positional data, the robotic arm adjusts the focus
of the laser passing through the DCRA to project the image. For
this implementation, we used OptiTrack as our tracking system and
installed six Flex13 cameras. To track the projection target, markers
were placed around the user’s eyes. We also placed markers on
the cameras used to capture video. We also placed markers on the
DCRA and the base of the robotic arm to measure their positions
within the OptiTrack coordinate system. Note that our current
proof-of-concept does not account for changes in the user’s gaze
direction.

We developed a Python 3 pipeline to control the arm based on
the data obtained from OptiTrack. The processing in the pipeline
includes obtaining the position of the projection target from Opti-
Track, calculating the coordinates of the planar symmetry points

for the DCRA, and sending these coordinates to the robotic arm
control program. By moving the arm according to the received coor-
dinate information, the focal point of the laser projector is aligned
with the position of the pupil center, resulting in the projection of
the visual content.

5 EVALUATION
We present the evaluation results of our proof-of-concept system
in terms of image quality, eye box, and tracking quality. We will
also discuss the potential applications of this system.

5.1 Displayed Images
Figure 7 shows the actual projected images. As shown in fig.7 (b),
our retinal display can produce high-contrast images. However,
when this image is magnified, as shown in fig.7 (c), the uneven light
intensity can be observed. This is because some laser beams are not
directed to the focal point, depending on the mirror arrangement
pattern of the DCRA.

Our prototype can present parallax images to the eye using dual
laser projectors. As shown in Fig.7(d, e), there is no overlap or light
leakage between the images perceived by the left and right eyes.
This indicates that binocular disparity can be accommodated while
maintaining the naked eye setup. We have also confirmed that our
prototype can consistently project sharp images regardless of the
depth of focus of the eye, as shown in Fig.7 (f, g)).

5.2 Spatial Resolution
To measure the resolution of the retinal homing display, we used
a commonly used method, the slanted edge modulation transfer
function (MTF) algorithm [4]. The resolution measurement was per-
formed at the focal point when the incident angle of the laser light
on the DCRA, which represents the central pixel of the projected
image, was set to 45◦ and the distance between the incident point
and the light source was set to 50 cm. For image acquisition, we
obtained a lens modeled after a crystalline lens and an aperture of
3 mm in diameter from the schematic eye optics and then mounted
it in front of the Ximea MC023CG-SY-UB camera, which served as
an eye-modeling camera.

We performed MTF calculations using the images captured by
the slanted edge projected by our prototype. The projected test
image is shown in the top row of Fig. 8. This test image contains
boxes with slanted edges which we can capture as edge profiles.
After capturing projected test image, we crop regions of interest
from the captured image that contain slanted edges. An example of
such regions of interest are provided in the top row of Fig. 8. The
middle row of Fig. 8 shows the variation from black pixels to white
pixels observed in the regions of interest, which can be recognized
as the edge profiles. Finally, we calculated MTF and plotted the
results as shown in Fig. 8. A drop can be observed from 0 to 10
cycles per degree (cpd), which is likely caused by the structure of
the DCRA.

5.3 Incident Angle and Image Quality
In the Retinal Homing Display, laser light is focused using a DCRA.
However, depending on the orientation of the laser projector, some
laser beams may not pass through the focal point. Therefore, in
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Figure 7: (a) The original image used for projection in (b)
and (c). (b) A sample of the projected image using our pro-
totype. (c) An enlarged portion of the image (b). (d,e) Two
laser projectors positioned next to each other to match the
inter-pupillary distance, projecting images for the left eye (d)
and right eye (e). (f, g) The projected image when focused at
about 15 cm away (f) and 40 cm away (g). It can be observed
that the projected image has a deep depth of field.

this study, we investigate the relationship between the angle of the
laser projector with respect to the DCRA and the image quality of
the displayed content. To investigate the relationship between the
angle of the laser projector with respect to the DCRA and the image
quality, we projected images onto the DCRA at various angles and
compared the captured images at each angle. The DCRA was set
up perpendicular to the floor, and the incident angle of the laser
beam, which corresponds to the center of the projected image, was

Figure 8: Resolution characteristics. Top: Test image used for
slanted edge-based modulation transfer function (MTF) anal-
ysis of a sample of actual slanted edge profiles taken. Middle:
Edge profiles extracted from captured, sample slanted-edge
photographs. Bottom: Calculated MTFs as 7.0 cycles per de-
gree (cpd) at half contrast. Higher the cpd, the better the
image resolution.

varied from 0◦ to 70◦ in increments of 10◦, as shown in Fig. 9. The
distance between the laser projector and the projection surface on
the DCRA was set to 50 cm to ensure that the projected image fit
within the field of view of the DCRA, and the displayed content
was captured.

The images captured at each angle of incidence are shown in
Fig. 10. In addition, to investigate the degree of attenuation in
light-converging efficiency as a function of the angle of incidence,
we calculated the average luminance of the captured images and
plotted the corresponding values, as shown in Fig. 12. From these
values, we can see that the DCRA mirror is most efficiently utilized
around angles of incidence of 40◦ to 50◦. The luminance decreases
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Figure 9: The setup for evaluating the relationship between
the angle of incidence and light convergence efficiency. Pro-
jected images were captured while varying the angle of in-
cidence from 0◦ to 70◦ in increments of 10◦. The camera
position was adjusted to correspond with each change in the
angle of incidence.

as the angle of incidence approaches 0◦ or 90◦. This phenomenon
depends on the structure of the DCRA (Fig. 4). In general, DCRAs
reflect light most efficiently at an angle of incidence of 45◦, while
at 0◦ or 90◦, light rays pass through without being reflected by the
mirror.

5.4 Eyebox
The RPD is characterized by a very small eye box. Even in the case of
retinal homing displays, if the focal position deviates from the center
of the pupil due to control error or latency of the robotic arm, the
quality of the imagewill be degraded. Therefore, we investigated the
appearance of the projected image when the focal point is displaced
from the center of the pupil. First, we moved the eye modeling
camera so that the center of the pupil was displaced perpendicular
to the direction of the laser beam, with displacements of 2.5 mm, 5
mm, and 7.5 mm. We then acquired images with the pupil displaced
in depth relative to the direction of the laser beam at displacements
of 20 mm, 40 mm, and 60 mm.

Figure 11 shows the captured images. In the horizontal direction,
when the displacement between the focal point and the center of
the pupil was 2.5 mm, the image was almost completely obscured.
Since the average diameter of the human pupil is 3 mm, this result
indicates that the Retinal Homing Display has an eyebox size similar
to that of a conventional RPD when the robot arm is stationary.

In addition, the image is more robust to depth misalignment
than to vertical misalignment, although it gradually fades from the
outer edge. These results suggest that image degradation can be
mitigated when tracking delays occur by planning trajectories that
are accurate in the vertical and horizontal directions while allowing
for errors in the depth direction.

0° 10°

20° 30°

40° 50°

60° 70°

Original Image

Figure 10: Images projected onto the DCRA with incident
angles ranging from 0◦ to 70◦ at 10◦ intervals. Images are
captured with the identical camera configuration including
exposure time, ISO, and F value.

5.5 Tracking quality
As one of the indicators to measure tracking accuracy, we evaluated
the position reproducibility. Firstly, we directed the laser light that
corresponds to the center of the projected image to impinge on
the DCRA at an angle of 45 degrees. We projected an image with
only the center being bright. We installed the aforementioned eye-
modeling camera and confirmed that the pixels near the center of
the captured image became brighter. Then, we randomly moved
within a range of 30cm horizontally around the center, capturing
the projected image each time. We performed a total of 50 captures
and measured the distance in terms of the number of pixels in the
horizontal direction between the brightened pixel and the center
pixel. The results are shown in the Fig. 13. In all trials, we were
able to keep the target within the sensor of the camera, and 78% of
them were located within 25% of the image width from the center.
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Figure 11: Top: Images taken by moving the eye-modeling camera perpendicular to the direction of laser light propagation.
Bottom: Images taken by moving the eye-modeling camera in the same direction (back and forth) as the laser light propagates.

Figure 12: Light-converging efficiency analysis. As the in-
cident angle approaches 0◦, the laser beam passes through
the fine mirror-to-mirror gap in the DCRA without being
reflected, resulting in a decrease in the amount of laser light
at the convergent point.

Figure 13: Horizontal distance between the center pixel of
the image and the center of the projected point.

In addition to position repeatability, it is necessary to mention
the latency. OptiTrack sends the head position information at 120
Hz to the pipeline that sends instructions to the robotic arm. The
pipeline then sends a move instruction to the robotic arm once
every 100 ms. The robotic arm (UR3e) can move 100 mm every 1 ms.
This means that if the user moves 100 mm within 100 ms, there will
be a maximum delay of latency 200 ms. While there is still room
to increase the operating speed of position measurement systems
and pipelines, the physical limitations of the robot arm’s operating
speed require attention when designing applications.

5.6 Application
Retinal homing displays provide images with deep DoF and focus-
free features, which open up various potential applications. For
example, as shown in Fig. 14, if a transparent glass table is placed
between the user and the DCRA, the user can work on the table
while viewing the projected image. Importantly, if an object ob-
structs the path of the laser beam, the laser will not reach the retina,
thus blocking part of the image. This means that occlusion pro-
cessing, typically required by many AR displays, is not necessary
for this system if the physical object is inside the projected beam
frustum. However, occlusion processing is necessary in limited
situations where the physical object is outside the projected beam
frustum and covers the projected image in the user’s field of view.

6 DISCUSSION AND FUTUREWORK
In this section, we discuss the limitations of our current prototype
and suggest future research directions based on the evaluation.

6.1 Tracking Gaze Orientation
Our current prototype assumes that the head and eyeballs direct in
the same direction. However, to accurately track the center of the
pupil, the direction of gaze must also be tracked [33]. In addition,
in the prototype, markers were attached to the eye camera for head
tracking, which prevented us from achieving full auto-stereoscopic
viewing.
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Figure 14: Left: Example of projection through a transparent
glass table. Right: Occlusion observed when the laser beam
path is blocked by hand.

To solve this problem, we need to incorporate an external camera
into the system that can accurately track both gaze direction and
eye position. For example, Tobii Eye Tracker 5, a commercially
available installation eye tracker, has an accuracy of 0.74◦ of vision
angle [12], thus placing the eye tracker at a distance of about 20 cm
reduces the measurement error to within 3 mm. Another possible
method is to use the DCRA characteristics to detect the position
of the reflected eye on the robot arm side for tracking, which can
alleviate the spatial constraints of eye tracker placement.

6.2 Low-Latency System
The latency in our prototype is about 200 ms. This latency has a
significant impact on the focal point misalignment when the user
moves his/her head quickly. The total latency is the sum of the
latency due to head or eye position measurement, the calculation
of the target position of the robot arm tip, and the actual robot arm
motion. Of these, the robot arm motion is the rate-limiting factor
at 100 ms.

Combining a fast-responding beam steering device, such as a
galvanometer scanner [26, 39], with a robotic arm is an effective
solution to reduce this latency. For example, high-speed motion
is tracked by the galvanometer scanner, while global motion is
tracked by the robotic arm. Another way to compensate for latency
is to predict the future trajectory of the head position, such as using
a Kalman filter [10].

6.3 Visibility Range
In our Retinal Homing Display, the user’s range of motion is limited
by the range of motion of the robotic arm and the size of the DCRA
surface. Ideally, a sufficiently large DCRA and a robotic arm with
a large enough range of motion would increase the user’s range
of motion. In practice, additional beam steering mechanisms such
as galvanometer mirrors can be attached to the tip of the robotic
arm, or the DCRA can be moved by a mechanical mechanism to
increase the visibility range.

6.4 Eyebox Expansion
Our prototype inherits the characteristics of the RPD with a narrow
eye box at a single viewpoint, making it vulnerable to misalignment
between the pupil center and the convergence point of the image.
Since our display is a naked-eye type, it is difficult to apply for eye-
box extension by HOEs, which has become mainstream in wearable
RPDs in recent years. On the other hand, eyebox multiplexing using
spatial light modulators [5, 37] or beam splitter arrays [35] may be

applicable to our prototype because the devices can be placed on
the light source side of the DCRA.

6.5 Field of View
Since our DCRA-based optics copy rays from the projectors, the FoV
of the resulting image is to be identical that of the laser projectors.
This allows flexibility to expand the FoV of the system by increasing
the scanning angle range of a laser projector, 45◦ × 25◦ in our
prototype. However, one would need a bigger DCRA that can cover
such diverging rays from the projector.

7 CONCLUSION
We proposed the Retinal Homing Display, a naked-eye display con-
cept that offers high-resolution and focus-free image presentation.
Our approach achieves stereoscopic imagery through retinal projec-
tion by tracking the viewer’s eyes with a motion-following display
source. The proof-of-concept prototype, equipped with a DCRA and
a robotic arm fitted with dual laser projectors, enables a focus-free
stereoscopic retinal projection experience without requiring the
user to wear any additional equipment.

Our concept presents a novel design for a focus-free autostereo-
scopic display. In addition to providing depth cues, this focus-free
feature proves valuable in situations where bifocality and low vi-
sion aid design are advantageous, such as in eye clinics and other
medical and sports applications. Given the limitations of our cur-
rent prototype and the direction of future research that we have
outlined, we believe that future studies will explore the potential
of this retinal autostereoscopic display.
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